SECTION 7.7: THE PROJECTION THEOREM AND ITS IMPLICATIONS

Theorem 7.7.1 and Definition 7.7.2. Let a € R" be non-zero. Then every x € R"
can be expressed in exactly one way as X = X1 + X2, where x1 is parallel to a and X2 is
orthogonal to a. We have

. X-a
X] = PIoj, X = wa and X9 = X — X1.

proj, x is called the orthogonal projection of x onto span{a}.

Theorem 7.7.3. If we define an operator T: R™ — R™ by T'(x) = proj, x, then
1
T)=P=—aa’.
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This matriz is symmetric (P = PT) and idempotent (P?> = P) and has rank 1. If a is

replaced by ka, P does not change. If a =u is a unit vector, then P =uu’.

Theorem 7.7.4. Let W be a subspace of R™. Then every x € R™ can be expressed in
exactly one way as x = X1 + Xo, where x1 is in W and xa is in w+t.

x is called the orthogonal projection of x onto W and is denoted projy x.

Theorem 7.7.5 and part of 7.7.6. If M is a matriz whose columns form a basis for W,
then MT M is invertible and

projyy x = M (M M) MTx.
If we define an operator T: R™ — R™ by T'(x) = projy, x, then
[T)=P=MM M) MT.
This matrix is symmetric and idempotent and has rank equal to the dimension of W.

Theorem 7.7.6. If P is an n Xn symmetric, idempotent matriz, then Tp is the orthogonal
projection onto the subspace col(P).

SECTION 7.8: BEST APPROXIMATIONS AND LEAST SQUARES

Theorem 7.8.1 (Best approximation). If W is a subspace of R™ and b is a point in
R"™, then W = projy, b is the unique best approximation to b from W. That is, for any
other w in W, ||b —w| < ||b —w||.

Definition 7.8.2. Let A be an m X n matrix and b be in R™. A vector x € R" is a least
squares solution to Ax = b if it minimizes the error |[b — Ax||. The vector b — Ax is
called the least squares error vector and the scalar ||b— Ax|| is called the least squares
error.

The normal system associated to Ax = b is the system
AT Ax = A™b.
Theorem 7.8.3. (a) The least squares solutions of Ax = b are the exact solutions of

the normal system.

(b) If A has full column rank (that is, the columns are linearly independent), then AT A
1s tnvertible and the unique solution of the normal system is

%= (ATA)"1 ATb.

Theorem 7.8.4. X is a least squares solution to Ax = b if and only if the error vector
b — Ax is orthogonal to col(A).



Fitting a curve to data. Given data points (z1,91), (z2,%2), ..., (Zn,yn) that are sup-
posed to line on a line y = a + bx, we have

1 = Y1
Mv =y, where M= |: ,v:[%]andy:
I Yn

If the data do not exactly lie on a straight line, this system will have no solution, so we
solve for a and b using the normal system

MT"Mv=M"y.
The line y = a + bz is called the least squares line of best fit. Note that

MTM = [ Zzi %ij; } and MTy = [ szyy ]

Moreover, MT M is invertible unless all of the z;’s are equal.

SECTION 7.9: ORTHONORMAL BASES AND THE GRAM—SCHMIDT PROCESS

Theorem 7.9.1. An orthogonal set of non-zero vectors is linearly independent.

Theorem 7.9.2 and 7.9.4. Ifvy,vo,..., vy is an orthogonal basis for a subspace W, then
X V] X Vg
| vl

Projy X =
Ivi]

If the vectors are orthonormal, then the denominators can be omitted. If x is in W, then
projyy X = X, so this gives a formula expressing x in terms of the given basis.

Finding an orthonormal basis: Gram—Schmidt.

Theorem 7.9.5. Every subspace of R"™ has an orthonormal basis.

Method: Start with any basis wq, wa, ..., wy for W. We will first find an orthogonal basis
Vi,V2,...,VE!

V] =W,
W9 - V1
Vo = W9 — Vi1
[[va?
Va — W W3- V] W3- V2 v
3 — W3 — - 2
[[val? [vall?

Then set q; = if an orthonormal basis is desired.

\L
[[vill
Theorem 7.9.7. Let W be a subspace of R™. FEvery orthogonal (or orthonormal) set of
vectors in W can be enlarged to an orthogonal (or orthonormal) basis for W.



