1. For each of the following statements, circle T if the statement is always true and F if it can be
false. To receive credit, you must give a brief justification for your answer.

(a)

If @ and ¥ are orthogonal vectors in R?, then |7 + o] = ||| + ||7]|.

Solution: False. For example, @ = [1,0,0] and ¢ = [0, 1, 0] are orthogonal, but ||@ + ]| =
1L, 1,0l = V2 and [l@]l + |7 =1+ 1 =2.

If 4 is orthogonal to both ¥ and w, then « is orthogonal to 2v + 3.
Solution: True, since @ - (20 + 3w) = 24 - U+ 3u - W = 2(0) 4+ 3(0) = 0.

If none of vectors #, 7, in R? is a scalar multiple of one of the others,
then the set S = {, ¥, W} is linearly independent.

Solution: False. Consider the vectors [1,0,0], [0,1,0] and [1,1,0].

Every system of 3 linear equations in 4 unknowns has infinitely many solutions.

Solution: False. For example, if t +y+w+2=0and z +y+w+ z = 1 are two of the
linear equations, then the system has no solutions.

Let @ = [3,6] and ¢ = [2,4]. Then span(a, v) = R?.

Solution: False, since they are parallel and therefore span a line.

Let A be a 2 x 2 matrix. If B = A2 then AB = BA.

Solution: True, since AB = A(A?) = A% and BA = (A?)A = A%
a

-1

A matrix of the form [ clz } is invertible, for all real numbers a.

Solution: True. Its determinant is > +1 > 1 > 0, so it is invertible.
The set S = {[z,y, 2] € R® | y = 2°} is a subspace of R3.

Solution: False. For example, [1,1,0] is in S (since 12 = 1), but 2[1,1,0] = [2,2,0] is not
in S (since 2% # 2).
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2. Let @ =[2,-1,3] and 7 = [3,2,1].

3] (a) Find the angle between u and v.
Solution: We have
9 w-v 7 7 1
coslf = ——— = L
lallvll  vi4via 14 2
and so 6 = 60 degrees.
2] (b) Compute the projection proj;(¥) of ¥ onto .
Solution: o .
w-v
(1) = u=—12,-1,3]=[1,-1/2,3/2].
proj() = i = (2,13 = [1,-1/2,3/2

[4] 3. Let V be the plane in R? given by 2z +y — 2z = 0, and let W be the line in R3 through the origin
in the direction of [1,0,1]. Find vectors v € V and w € W such that v+« = [1,1,1]. (Hint: you
know o = t[1,0, 1] for some scalar t.)

Solution: Let @ = ¢[1,0,1]. Then v = [1,1,1]—¢[1,0,1] = [1—¢,1,1—¢]. Since ¢ is in the plane,
we must have 2(1—¢)+1—(1—¢) = 0. Thatis, —t+2 =0, and sot = 2. Sow = 2[1,0,1] = [2,0, 2]
and 7= [1,1,1] — [2,0,2] = [-1,1, —1].



(a)
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Find a normal vector for the equation of a plane that contains the two lines ¥ = p'+ su and
T = p+ tv, where

1 3 —1
p=|0], wu=|1|, and v= 1
2 0 1

Solution: Since the plane contains the two lines, it goes through the point p and has @ and
U as direction vectors. (They are not parallel.)

We take the cross product of the direction vectors to find a normal vector:

Find a general equation for the plane in part (a).

Solution: Using (a), we know the equation is of the form x — 3y + 4z = d. We plug in the
point (1,0,2) to find that d = 9, so the equation is

r—3y+4z=9.

[4] 5. Consider a code that uses code words in Z¢ and has check vector ¢ = [2,1,2,1,2,1]. Find the

digit d in Zs that makes v = [3, 1,2, 3,2, d| into a valid code word.

Solution: We compute

C-T=23)+1(1)+22)+1(3)+22) +1(d)=6+1+4+3+4+d=18+d=3+d

in Zs. To make this 0, we choose d = 2.



[5]
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6. Determine the currents in this electrical network.

Solution: Kirchhoff’s current law at node A gives:
L — L+ 13=0.

At node B, you get the same equation.

Kirchhoff’s voltage law for the bottom loop gives:
21, + 413 = 8.

And for the top loop we get:
[1 —|— 2[2 = 5

So we need to solve the system whose augmented matrix is:

1 —1 110
0 2 4
|1 2 0|5

0 g)

This row reduces to

1 -1
0 1 24
0

—_
=}

which has solution
Is =1

[2:4—213:2
L=1,—-13=1

A

4 ohms é
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II
5 volts
§ 1 ohm
I I
AN B
2 ohms
= v
L
8 volts

7. Let A, B and X be invertible n x n matrices. Solve the following matrix equation for X in terms

of A and B. Show your steps, and simplify your answer.

ATX +(XTA)' =B

Solution:
ATX + (XTAT =B

— ATX +ATX =B
— 24X =B

Loary1p

:}X:
2



21
8. Let A= 4 2
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-2 2 3
(a) Determine whether A is invertible, and if so, find A~!, showing your work.
Solution: Row reducing [A|I] leads to
/12 1/8 —1/6

100
01 0[-2/3 1/2 1/3
00 1] 1/2 —1/4 0

and so A is invertible with inverse

/12 1/8 —1/6
—2/3  1/2  1/3
1/2 —1/4 0

(b) Using your answer to part (a), determine whether the system AZ = 0 has a unique solution.

Solution: By the fundamental theorem of invertible matrices, it does have a unique solution
since A is invertible.

Alternatively, by the above work, we see that there will be no free variables.



1]

9. Let
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1 305 0 4 130 50 4
A=12 6 1 8 0 5 and R=]0 01 -2 0 -3
26 2619 o000 01 7

Given that R is the reduced row-echelon form of A, compute each of the following.
Explain briefly.

(a)

(b)

rank(A).
Solution: The rank is 3, since the row echelon form R has three non-zero rows.

A basis for row(A).

Solution: A basis for the row space of A is given by the non-zero rows of R:

[1,3,0,5,0,4], [0,0,1,-2,0,—3] and [0,0,0,0,1,7]
A basis for col(A).

Solution: A basis for the column space of A is given by the columns of A that correspond
to columns of R with leading 1’s:

1 0 0
2|, 1 and 0
2 2 1

A basis for null(A).

Solution: From the matrix R we get the equations
r1+ 31y +bry +406 =0, x3—2r4—3x4=0 and x5+ Txg=0

The variables zo = r, x4 = s and x4 = t are free, and the equations above give formulas for
x1, x3 and x5, so we find the general solution to be

S
Il
=

+t ;

O O = N O Ot
w

OO O =W

so a basis for the null space is given by the three vectors shown.



2]

[5]
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10. Let A be a square matrix.

(a) Assume that A is invertible. Show that AT A is invertible by finding a formula for (A7 A)~!
in terms of A~1.

Solution: Recall that, if A is invertible, then (AT)™! = (A™1)T. Also, if A and B are both
invertible of the same size, then (AB)™! = B71A~!. Thus, (ATA)™ = A7 (A™HT exists.

(b) Now assume that AT A is invertible. Show that A is invertible by showing that (AT A)~*AT
is an inverse to A.

Solution: Since A is square, it is enough to show that (A7 A)~' AT is a one-sided inverse to
A, and this is easy to check:

(ATA)'AT)A = (ATA) 1 (ATA) = I.

Note that it is not valid to write (ATA)™! = A=1(AT)~! until we show that A is invertible.

1 0 3 -1
11. Are the vectors iy = | 2 |, U= | 2 |,u3=| 8 |, and 1y = 0 | linearly dependent? If
1 3 5 4

so, find scalars ¢, ¢o, ¢3 and ¢4 such that ciuy + cotls + c3tiz + cqtiy = 0.

Solution: A collection of four vectors in R? is always linearly dependent. To find the dependency
relationship, we have to solve the system

1

1 0 3 -1 . 0
22 8 0 2l=10
135 4|9 0
Cq
Row reduction of
1 0 3 —-110
2 2 8 010
1 3 5 410
leads to
10 3 =110
0 1 1 110
0 0 -1 210

which has general solution
C1 = —5t7 Cy = —?)t, C3 = 2t, Cyp = t.
Picking t = 1 gives a specific relationship

—5ily — 3ily + 23 + iy = 0.



